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Abstract: Driver fatigue significantly contributed to traffic accidents, especially in countries with complex road characteristics 
like Indonesia. The research emphasized the importance of raising public awareness, developing improved detection 
technologies, and enforcing strict regulations. Various methods, including computer vision and physiological monitoring, were 
evaluated to detect driver fatigue and enhance safety through early warnings and advanced detection systems in vehicles. A 
systematic literature review (SLR) analyzed recent advancements, identified relevant articles, and synthesized findings to 
highlight current trends, gaps, and potential improvements in driver fatigue detection technology. The study found that driver 
monitoring systems had played a significant role in reducing traffic accidents, highlighting the importance of enhancing public 
awareness, advancing monitoring technologies, and enforcing strict regulations. Various methods, including computer vision 
and physiological monitoring, had been evaluated for their effectiveness in monitoring drivers and improving safety through 
early warnings and advanced detection systems in vehicles. The SLR identified current trends, gaps, and potential improvements 
in driver monitoring technology. Future research needed to focus on integrating various evaluation metrics, enhancing 
physiological monitoring techniques, optimizing overall system performance, and improving user experience. Additionally, 
interdisciplinary approaches and real-time data analysis and integration with existing vehicle systems were required to create 
more effective, efficient, and reliable driver monitoring systems, ultimately enhancing driving safety. 
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Introduction 

Statistical data revealed that driver fatigue had been identified as the primary factor contributing to traffic 
accidents in multiple countries, including the United States, Australia, and India[1]–[4]. Moreover, the intricacy and 
distinctive characteristics of roads in Indonesia had an impact on driver attentiveness[5], thereby escalating the risk 
of accidents[6]. Consequently, it became imperative to heighten public awareness[1], [7]–[9] and advance 
technology to decrease the incidence of accidents while enforcing robust regulations to ensure road safety, 
particularly by emphasizing driver focus and coordination during driving. Fatigue among drivers has been one of 
the main factors contributing to traffic accidents[2], [10], [11]. This condition led to decreased alertness and 
response from drivers, which ultimately could cause fatal accidents[9], [12].Therefore, detecting driver[1], [2], [12]–
[21] activity or alertness has become a major focus in efforts to improve driving safety[2], [20], [21]. Various 
methods have been proposed to detect driver fatigue, including the use of physiological markers and computer 
vision techniques[22]–[24].The development of a computer vision-based driver fatigue detection system involved 
the identification of the driver's facial features and eyes[25]–[28], assessing the blink rate[1] as an indicator of 
decreased alertness[5], [16], [24], [29]. Its objective was to detect driver distraction or drowsiness[2], [19], [30]. 
The integration of activity detection technology into driver assistance systems could identify early signs of fatigue 
and provide early warnings to drivers[2], [31], thereby reducing the risk of accidents. Additionally, this technology 
enables the use of multi-modal information such as radar and millimeter-wave vision to improve the accuracy and 
robustness of detection systems, particularly in the context of autonomous vehicles[28], [32]–[35]. The efficacy of 
face recognition technology in various applications, such as surveillance systems[36]–[38], drowsiness 
detection[2], [3], [5], [11], [16], [20], [24], [26], [29], [39]–[45], and mask usage detection[46], was evaluated based 
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on accuracy and execution time[26]. Simple and efficient face recognition systems were achieved by considering 
variations in facial expressions[15], [21], [24], [26], [28]–[30], [39], [41], [44], [47], [48], positions[49], and 
rotations[32], [50] and by reducing the size of features[13], [34], [51], [52] and databases through the utilization of 
facial symmetry in Viola-Jones[4], [16], [26], [39], [42], [43], [53] and Principal Component Analysis (PCA)[54], [55], 
resulting in high success rates. Vector feature comparison using the cosine distance function, deep multi-task 
learning with D-CNN[4], local binary pattern (LBP)[56], [57], Convolutional Neural Network (CNN)[17], [44], and 
Amazon Rekognition were also explored. The implementation of face recognition in surveillance systems employed 
Raspberry Pi and Pi Camera[17], [44]. Real-time driver fatigue detection involved monitoring specific areas of the 
driver's eyes, specifically the nose and lips[5], [29]. To address challenges posed by insufficient lighting 
conditions[21], the adaptive attenuation quantification retinex (AAQR) method was employed. However, there are 
several challenges in developing activity detection systems. These challenges include difficulties in distinguishing 
living objects from visual disturbances and preventing spoofing attacks[35], [58], [59]. Therefore, much research 
has focused on developing more advanced methods, such as deep learning and multi-channel facial activity 
detection, to enhance detection accuracy and security. The integration of Human-Machine Interface (HMI)[60] 
systems in vehicles connected with activity detection technology also has the potential to provide more accurate 
speed limit warnings, thus improving overall driver safety. With these technological advancements, it is expected 
that activity detection systems will significantly contribute to reducing traffic accidents and enhancing driver safety 
on the road. The purpose of this research is to develop a comprehensive understanding of the current state of 
driver fatigue detection technologies and to identify gaps and opportunities for improvement. By conducting a 
semantic literature review, this study aims to position the research within the broader context of existing studies 
and technological advancements. The key research problems addressed include identifying the most effective 
methods for detecting driver fatigue, understanding the challenges associated with implementing these 
technologies in real-world scenarios, and exploring potential solutions to enhance the accuracy and reliability of 
detection systems. 

Method  

Facial expressions[5], [12], [17], [20], [21], [24], [26], [29], [39], [41], [44], [47], [48], [61] were employed as a 
form of nonverbal communication, conveying information about an individual's emotional state. Driving behaviors 
and habits shaped drivers' various driving styles, experiences, and emotions[8], [20]. While detecting and 
recognizing human emotions has been significant in computer vision (CV) and artificial intelligence (AI)[62], 
identifying driver facial expressions is crucial for road safety and security. Using readily available cameras, facial 
detection could be implemented easily, cost-effectively, and commonly. However, challenges arose in detecting 
facial features like hair, glasses, hats, and other accessories due to variations in lighting, facial expressions, and 
individual body postures. Although these systems had applications in security and control systems, noise often 
occurred during face detection in digital images. Real-time driver sleep detection models monitored driver behavior 
to detect drowsiness. Object detection systems achieved accuracy levels of up to 80%[30], [45], [49], [63]. 
However, these methods required expensive sensors for data processing[24], [64]. To address these needs, 
affordable, portable, secure, fast, and accurate systems were proposed. Successful face detection was achieved 
within distances of 1-2 meters[65], [66]. The tested system achieved an accuracy of 82% indoors and a 72.8% positive 
detection rate outdoors. OpenCV provided highly efficient object detection functions based on the Haar cascade 
Viola-Jones classifier for frontal face detection, face recognition using Eigenface and Haar in OpenCV, and eye 
detection on the Android platform for comparing closed-eye frequencies[67], [68]. The Viola-Jones algorithm 
consisted of four stages: integral image, Haar features, cascade, and AdaBoost[26], [43], [52]. The Haar cascade 
method[19], [35] is commonly employed for face detection due to its efficient image processing and rapid 
identification of facial features. However, the reliability of face detection using the Haar cascade method for driver 
facial detection may be affected by environmental disturbances, such as low light, shadows, or changes in lighting 
conditions[15], [37]–[39], [69]. This algorithm utilizes the AdaBoost method[34] to train the face detector, 
employing a combination of different weak classifiers to form a strong classifier.  

Various approaches to detecting driver distraction had been developed, including the use of physiological, 
physical, driver performance indicators, and hybrid approaches, each with its specific techniques. Although in-
vehicle sensors and the Internet of Things (IoT)[40], [70] were commonly used for data collection, further 
attention was required for data specific to driver behavior. Technologies such as real-time eye-tracking 
systems[60], [71], heart rate sensors[72], and smartphone applications were effectively used to detect driver 
distraction[30], [41], [64], [71], [73], [74]. Additionally, proactive measures like active probes in vehicles had been 
proposed to detect driver drowsiness, proving more effective than traditional monitoring methods. The integration 
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of neural network-based methodologies[13], [74] had been key in studying driver biometrics and behavior[17], [75], 
contributing to the development of more advanced monitoring systems[26], [30]. Despite significant progress, 
current monitoring systems still faced challenges, necessitating further discussion on future solutions to enhance 
their effectiveness and reliability. 

This research utilized a systematic literature review (SLR) method to explore recent advancements in driver 
liveness detection. The initial step involved defining an appropriate scope[74], [76]–[78], focusing on current 
technologies[26], [30], [49], [64], [70], [79]–[81] and techniques[16], [21], [24], [39], [46], [53], [74], [78] used in 
related literature, such as physiological signal[18], [72] detection and computer data processing techniques[12], 
[21], [24], [26], [30], [44], [46], [52], [74], [81]–[84]. A carefully designed search protocol enabled the identification 
of relevant articles from databases like Scopus, using specific keywords such as "driver liveness detection" and 
"face liveness detection." Article selection was based on inclusion criteria that encompassed recent publication 
years, types of experimental studies, and the detection techniques used (See in Figure 1). Data extracted from the 
selected articles were then analyzed to compare the detection methods used, types of data analyzed, as well as 
evaluation results and key findings from each study. The results of this SLR were synthesized to identify current 
trends, knowledge gaps, and potential advancements in driver liveness detection technology to enhance driving 
safety. 

 
Figure 1. Schematic Flow of Research Thinking 

Result and Discussion 

Fatigue driving caused many accidents and challenged driver alertness and automobile control, making 
driver fatigue detection systems a necessity. Traditional invasive approaches, such as analyzing 
electroencephalography signals with head electrodes, were found to be inconvenient for drivers. Driver fatigue 
was widely recognized as a major cause of motor vehicle accidents, highlighting the need to reduce fatigue driving 
crashes. Many studies evaluating the crash risk of fatigue driving and developing detection systems used observer 
rating of drowsiness (ORD) as a reference standard. Additionally, driver emotion classification raised awareness of 
driving habits, helping drivers recognize and correct their poor behaviors to prevent future accidents. Given that 
fatigue in drivers was a major cause of fatal road accidents, timely detection and alerting were crucial. Researchers 
developed several techniques to detect and warn drivers of fatigue. Physiological signal indices could accurately 
reflect fatigue levels, but contact detection methods significantly affected driving. This paper identifies current 
trends, knowledge gaps, and potential advancements in driver fatigue technology to enhance safe driving by 
conducting a semantic literature review from 2019 to 2023. A systematic literature review was conducted on driver 
liveness detection to understand its status, research methods, and analyses that have been developed, particularly 
to enhance driving safety. The Scopus database was selected for this review, and the workflow is illustrated in the 
accompanying diagram (see in Figure 2).  
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Figure 2. Workflow for Literature Search on Driver Liveness Detection 

A systematic review was carried out using the Preferred Reporting Items for Systematic Reviews and Meta-
Analysis (PRISMA) process[85]. Template PRISMA was downloaded from the site 
https://estech.shinyapps.io/prisma_flowdiagram/. Related manuscripts were found using Scopus database. The 
proposed approach was divided into two phases. The first phase used Boolean operators AND/OR to identify 
search terms "driver liveness detection" and "face liveness detection". The findings of the systematic analysis were 
summarized in this section. It presented the responses to the mentioned research questions based on the findings 
of this review procedure, which followed an examination and analysis of 26 papers see in Figure 3.  

 
Figure 3. Flowchart identifies and selects studies for systematic review using the PRISMA approach 

From the 26 papers found, terms/keywords (Table 1) were sorted by publication year, from the most recent 
to the oldest. 

Table 1. Terms/Keywords were Sorted by Publication Year, from the Most Recent to the Oldest 
NO LABEL CLUSTER WEIGHT<OCCURRENCES> SCORE<AVG, PUB, YEAR> 

1 Three-dimensional display 6 6 2023 

2 Features extraction 6 9 2022,8889 

3 Machine-learning 5 6 2022,8333 

4 Performance 7 5 2022,6 

5 'Current 7 6 2022,5 

6 Three dimensional displays 6 7 2022,2857 

7 Detection models 2 5 2022,2 

8 Mask attack 6 7 2022,1429 

9 Faces detection 2 11 2021,9091 

10 Multi-modal 4 7 2021,8571 

11 Features fusions 3 5 2021,8 

12 Face verification 6 9 2021,7778 
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13 3d masks 6 10 2021,6 

14 Real- time 7 5 2021,6 

15 Smart phones 7 5 2021,6 

16 Transfer learning 5 8 2021,5 

17 Identity verification 6 5 2021,4 

18 Image reconstruction 7 5 2021,4 

19 Neural-networks 3 7 2021,2857 

20 Internet of things 5 11 2021,2727 

21 Crime 5 5 2021,2 

22 Intelligent systems 4 6 2021,1667 

23 Statistical tests 1 9 2021,1111 

24 Fake detection 7 27 2021,037 

25 Learning algorithms 2 5 2021 

26 Feature fusion 3 6 2021 

27 Rppg 6 7 2021 

28 Facial recognition systems 8 11 2021 

29 Deep learning 6 74 2020,9054 

30 Detection system 7 10 2020,9 

31 Face anti-spoofing 6 30 2020,8667 

32 Detection accuracy 3 5 2020,8 

33 Infrared imaging 3 5 2020,8 

34 Machine learning 5 19 2020,7895 

35 Convolutional neural networks 1 41 2020,7805 

36 Antispoofing 6 44 2020,7273 

37 Cnn 3 7 2020,7143 

38 Presentation attack detection 6 11 2020,6364 

39 Photoplethysmography 6 8 2020,625 

40 Face presentation attack detection 6 10 2020,6 

41 Attack detection 6 27 2020,5926 

42 Presentation attack 2 10 2020,5 

43 Specular reflections 6 5 2020,4 

44 Extraction 5 7 2020,2857 

45 Face 4 20 2020,2 

46 Human faces 7 5 2020,2 

47 Quality control 9 5 2020,2 

48 Human computer interaction 2 6 2020,1667 

49 Benchmarking 6 6 2020,1667 

50 Automation 4 7 2020,1429 

51 Facial recognition 3 20 2020,1 

52 Convolution 1 35 2020,0286 

53 Deep neural networks 1 26 2020 

54 Network architecture 1 8 2020 

55 Eye detection 2 6 2020 

56 Histogram of oriented gradients 2 6 2020 

57 Convolutional neural network 1 34 2019,9706 

58 Security systems 9 14 2019,9286 

59 Face detection 2 18 2019,8333 

60 Textures 1 34 2019,7353 

61 Biometric 5 14 2019,7143 

62 Face biometrics 9 7 2019,7143 

63 Authentication methods 1 6 2019,6667 

64 Smartphones 7 14 2019,6429 

65 Learning systems 5 32 2019,625 

66 3d modeling 2 5 2019,6 

67 Eye protection 2 5 2019,6 

68 Facial expressions 2 5 2019,6 

69 Gesture recognition 5 5 2019,6 

70 Benchmark datasets 6 5 2019,6 

71 Convolution neural network 2 14 2019,5714 

72 Classification (of information) 1 30 2019,5333 

73 Stereo image processing 7 6 2019,5 

74 Lighting conditions 8 9 2019,4444 

75 Infrared devices 3 7 2019,4286 

76 Heart 6 7 2019,4286 

77 Diffusion 3 5 2019,4 

78 Face liveness detection 1 79 2019,3165 

79 Image enhancement 2 19 2019,3158 
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80 Face spoofing detection 1 10 2019,3 

81 State of the art 6 9 2019,2222 

82 Face authentication 7 26 2019,1923 

83 Access control 8 16 2019,1875 

84 Cameras 7 28 2019,0357 

85 Biometric based authentication 1 6 2019 

86 Local binary pattern 1 5 2019 

87 Video signal processing 3 5 2019 

88 Fingerprint 4 7 2019 

89 Biometric identifications 5 6 2019 

90 Biometric recognition 5 7 2019 

91 Spoof detection 5 6 2019 

92 Cryptography 7 5 2019 

93 Face authentication system 7 18 2019 

Terms/keywords were sorted based on publication year from the newest to the oldest and processed into 
word clouds using the HP 14S-DK0127AU laptop. The specifications of the laptop, which featured an AMD Ryzen 3-
3200U processor, 8GB RAM, 512GB SSD, and a 14” Full HD display, were used to process word clouds with Google 
Colab for text data visualization (See in Figure 4). 

 
Figure 4. Word Clouds of Terms/Keywords Sorted by Publication Year (Newest to Oldest) 

The filtered papers span from 2019 to 2024, with the majority published in 2023. This distribution highlights 
the recent focus and development in driver liveness detection research over the past few years, as shown in Table 
2.  

Table 2. Distribution of Filtered Papers by Publication Year 
Year Total Used in Literature 

2024 2 [21][86] 

2023 16 [5], [6], [8], [12], [18], [30], [46], [70], [72], [84], [87]–[92] 

2022 3 [93]–[95] 

2021 2 [96], [97] 

2020 1 [98] 

2019 2 [99], [100] 

The research has seen advancements with the adoption of various detection techniques: Artificial 
Intelligence was applied in 10 instances, Machine Learning in 5 instances, Deep Learning in 8 instances, and 
Literature Review in 3 instances (see in Table 3). 

Table 3. Utilization of Detection Techniques in Research 
Detection Technique Used Total Used in Literature 

Artificial Intelligence 10 [5], [6], [18], [21], [70], [72], [86], [88], [90], [95], [100] 

Machine Learning 5 [30], [46], [94], [97], [99] 

Deep Learning 8 [12], [87], [89], [91]–[93], [96], [98] 

Literature Review 3 [8], [83], [84] 

Different detection techniques (Table 4) were analyzed for their effectiveness in identifying various driver 
states. Techniques for detecting fatigue and drowsiness were most frequently used, each cited in 8 studies. 
Emotion detection techniques were mentioned in 4 studies, while physiological monitoring techniques appeared in 
6 studies. This indicates a strong focus on fatigue and drowsiness detection but also highlights the importance of 
monitoring emotional and physiological states. 

Table 4. Detection Techniques for Driver States and Their Frequency of Use in Research 
Detection Technique For Total Used in Literature 

Fatique 8 [13], [18], [46], [84], [86], [87], [95], [100] 

Drowsiness 8 [5], [6], [12], [46], [70], [89], [91], [99] 

Emotion 4 [8], [89], [90], [94] 

Physiological 6 [6], [18], [21], [30], [72], [99] 

The analysis of data types in driver monitoring systems varied significantly, with face recognition data being 
the most frequently analyzed, utilized in 18 studies (see in Table 5). This technique proved highly effective for real-
time monitoring, providing crucial information about the driver’s alertness and identity. Visual perception and 
intelligent robotics data were used in one study each, indicating an emerging interest in these areas. Problem-
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solving and search strategies were cited in two studies, showing some application in decision-making processes 
within driver monitoring systems. Machine learning techniques showed diverse usage: linear/logistic regression 
was used in three studies, support vector machines in two, and k-nearest neighbors in two, reflecting their role in 
analyzing and predicting driver states. Ensemble methods were also popular, used in three studies, showcasing 
their ability to improve prediction accuracy by combining multiple models. Deep learning techniques, particularly 
convolutional neural networks (CNN), were widely used, cited in eight studies, due to their ability to handle 
complex image data for driver monitoring. Recurrent neural networks (RNN) and adaptive resonance theory were 
each mentioned in one study, indicating their potential in temporal data analysis and pattern recognition. Despite 
these advancements, several challenges and gaps remained in the field. The integration of diverse data types, such 
as visual perception and intelligent robotics, needed improvement to create more comprehensive monitoring 
systems. Most studies focused on accuracy, with fewer addressing precision, recall, and F-measure, highlighting the 
need for a more holistic approach to evaluation. Ensuring real-time data processing and scalability of systems 
remained a challenge, especially with the large data volumes generated by techniques like CNNs. Improving user 
interface and acceptance was crucial for practical implementation. To address these challenges, future research 
and development could focus on advanced integration techniques, such as combining face recognition with 
physiological monitoring, to enhance system robustness and reliability. Creating comprehensive evaluation 
frameworks that include a wider range of metrics would provide a more complete picture of system performance. 
Optimizing algorithms for real-time data processing would ensure efficient large-scale deployment. Emphasizing 
user-centric design principles would improve usability and acceptance, making systems more intuitive and less 
intrusive. Encouraging interdisciplinary research that combined insights from artificial intelligence, machine 
learning, human factors, and automotive engineering would develop more effective monitoring solutions. By 
addressing these areas, future research could significantly improve the effectiveness, efficiency, and reliability of 
driver monitoring technologies, ultimately making roads safer and reducing the risk of accidents. 

Table 5. Analysis of Data Types and Techniques Used in Driver Monitoring Systems 
 Type Of Data Analyzed Total Used in Literature 

Artificial Intelligence Natural Language Processing (NLP) 0  

Visual Perception 1 [6] 

Intelligent Robotics 1 [70] 

Automated Programming 0  

Knowledge Repsentation 0  

Expert System 0  

Planning and Schedulling 0  

Face Recognition 18 [8], [13], [17], [21], [30], [70], [86]–[92], [94]–[96], [98], [100] 

Problem Solving and Search Strategies 2 [83], [95] 

Machine Learning Linear/Logistic Regression 3 [90], [93], [99] 

Support Vector Machine 2 [46], [99] 

K-Nearest Neighbors 2 [99], [100] 

Decision Trees 0  

K-Means Clustering 0  

Principal Component Analysis 0  

Automatic Reasoning 1 [8] 

Random Forest 0  

Ensemble Method 3 [8], [91], [94] 

Naive Bayes Classification 0  

Anomaly Detection 0  

Reinforcement Learning 0  

Neural Networks Boltzmann Machines 0  

Multilayer Perception 0  

Self-Organizing Maps 0  

Radial Basis Function Networks 0  

Recurrent Neural Networks 1 [8] 

Autoencoders 0  

Hopfield Networks 0  

Modural Neural Networks 0  

Adaptive Resonance Theory 2 [13], [95] 

Deep Learning Convolutional Neural Network 8 [8], [17], [21], [89], [92], [93], [96], [98] 

Recurrent Neural Networks 1 [8] 

Generative Adversarial Networks 0  

Long Short-Term Memory Networks 0  

Deep Reinforcement 0  

Transformer Models 0  

Deep Autoencoders 0  

Deep Belief Networks 0  
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In recent years, studies on driver monitoring have produced heatmaps (see in Figure 5) illustrating 
significant correlations between various detection techniques and data types. The heatmaps revealed that Natural 
Language Processing (NLP) was strongly associated with fatigue, drowsiness, emotion detection, and artificial 
intelligence, indicating its widespread use in analyzing human conditions and AI. Face recognition demonstrated a 
strong link with physiological data, highlighting its primary application in physiological analysis. Problem-solving 
and search strategies showed some association with artificial intelligence, reflecting their use in AI-based problem-
solving strategies. Meanwhile, visual perception and intelligent robotics exhibited limited correlations with 
physiological data, suggesting more restricted applications in this context. Overall, the heatmaps depicted close 
relationships between specific detection techniques and data types, uncovering key trends and focal points in 
research and applications of detection and data analysis technologies.  

Based on the findings, future initiatives should aim to advance NLP applications for detecting fatigue, 
drowsiness, emotion, and AI, and to enhance the analysis of physiological data in face recognition. Expanding AI-
based problem-solving strategies and applying them to driving safety is essential. Additionally, there is a need to 
extend the use of visual perception and intelligent robotics in physiological analysis. Promoting interdisciplinary 
research will help create comprehensive monitoring systems, while investments in data integration and advanced 
analytical methods are crucial. It is also important to focus on user-centric design to improve the usability, 
reliability, and acceptance of driver monitoring systems, ultimately enhancing driving safety. 

 

 
Figure 5. Heatmap Illustrating Correlations Between Detection Techniques and Data Types in Driver Monitoring 

Studies 
Based on the evaluation results and references from the literature (see in Table 6), it was clear that accuracy 

was the most commonly used metric to assess the performance of driver drowsiness and emotion detection 
systems. However, precision, recall, and F-measure were less frequently implemented, indicating a need for more 
comprehensive evaluations. Physiological monitoring had been a significant focus area, highlighting the importance 
of tracking physiological indicators of driver fatigue or drowsiness. System performance, including efficiency and 
reliability, and user experience were also crucial aspects emphasized in several studies. For future development, 
integrating various evaluation metrics to provide a more holistic view of system performance was necessary. 
Enhancing physiological monitoring techniques, optimizing overall system performance, and improving user 
experience were essential steps. Additionally, interdisciplinary approaches and real-time data analysis and 
integration with existing vehicle systems were required to create more effective, efficient, and reliable driver 
monitoring systems, ultimately enhancing driving safety. The future challenge lay in integrating these diverse 
methodologies to develop more comprehensive and robust driver monitoring systems. There was a need for 
further research to address the gaps in applying advanced deep learning techniques and multimodal data 
integration for real-time, accurate, and reliable detection of driver states. The integration of interdisciplinary 
approaches and user-centric designs also remained critical to improving the usability and acceptance of these 
systems, ultimately enhancing driving safety. 
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Table 6. Evaluation Metrics and Focus Areas Cited in Driver Monitoring System Research 
Evalution Results Total Used in Literature 

Accuracy 14 [5], [8], [95], [98]–[100], [30], [46], [70], [86], [87], [89], [91], [93] 

Precision 2 [5], [87] 

Recall 2 [5], [87] 

F-Measure 2 [5], [87] 

Physiological Monitoring 9 [5], [12], [18], [21], [29], [72], [94], [96], [97] 

System Performance 5 [6], [12], [88], [90], [97] 

User Experience 4 [12], [70], [96], [97] 

Conclusions 

The study discovered that driver monitoring systems had played a significant role in reducing traffic 
accidents, particularly in countries with complex road characteristics like Indonesia. It highlighted the importance 
of raising public awareness, advancing monitoring technologies, and enforcing strict regulations. Various methods, 
including computer vision and physiological monitoring, had been evaluated for their effectiveness in monitoring 
drivers and improving safety through early warnings and advanced detection systems in vehicles. A systematic 
literature review (SLR) had analyzed recent advancements, identified relevant studies, and synthesized findings to 
highlight current trends, gaps, and potential improvements in driver monitoring technology. Future research 
needed to focus on integrating various evaluation metrics, enhancing physiological monitoring techniques, 
optimizing overall system performance, and improving user experience. Additionally, interdisciplinary approaches 
and real-time data analysis and integration with existing vehicle systems were required to create more effective, 
efficient, and reliable driver monitoring systems, ultimately enhancing driving safety. 
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